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Operationalizing Reproducibility



Why do we need a shared definition?

• To properly capture the concept.
• Create a shared understanding.
• Use it for teaching science.
• Use it when we practice science – to guide our 

research.
• Use it when evaluating research done by others.
• Help point out limitations of conclusions or what 

went wrong.



What characterizes a good 
definition?
• It shoud be a mental model that can easily be looked-

up
• It should be simple to understand.
• It must have enough depth to be valuable.
• It shoud enable us to operationalize our understanding 

and help us design and evaluate experiments.
• It needs to be tightly connected to the scientific method, 

as reproducibility is “a cornerstone of science”.



The Scientific Method in Empirical ML

(Gundersen 2021)



Reproducibility

Definition. Reproducibility is the ability of independent investigators to draw the same conclusions from 
an experiment by following the documentation shared by the original investigators.



Reproducibility Experiment
Definition. Reproducibility is the ability of independent investigators to draw the same conclusions from 
an experiment by following the documentation shared by the original investigators.

Reproducibility
ExperimentDocumentation Conclusion

What is not in the 
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Reproducibility - Psychology
Definition. Reproducibility is the ability of independent investigators to draw the same conclusions from 
an experiment by following the documentation shared by the original investigators.
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Reproducibility Experiment – ML
Definition. Reproducibility is the ability of independent investigators to draw the same conclusions from 
an experiment by following the documentation shared by the original investigators.
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Reproducibility - Dimensions
Definition. Reproducibility is the ability of independent investigators to draw the same conclusions from 
an experiment by following the documentation shared by the original investigators.
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The Three Types of Documentation

Description. Description of the AI method implemented by the AI program, the
experiment being conducted and the analysis of the results as well as the hardware 
and ancillary software used for conducting the experiment. 

(Gundersen 2021)

Code. AI Program code, code for setup and configuration, code controling
workflow, code for analysis of results and visualization.

Data. All data used for conducting the experiment. Are the samples used for 
training, validation and test specified? What about the results?



Types of Reproducibility Experiments

Text Code Data
R1 Description
R2 Code
R3 Data
R4 Experiment

(Gundersen 2021)



Outcome Reproducible - Degree
Definition. Reproducibility is the ability of independent investigators to draw the same conclusions from 
an experiment by following the documentation shared by the original investigators.

Outcome reproducible. The outcome of the reproducibility experiment is the 
same as the outcome produced by the original experiment.



Analysis Reproducible – Degree
Definition. Reproducibility is the ability of independent investigators to draw the same conclusions from 
an experiment by following the documentation shared by the original investigators.

Analysis reproducible. Outcome might differ, but same analysis and 
interpretation on different outcome leads to same conclusion.



Interpretation Reproducible - Degree
Definition. Reproducibility is the ability of independent investigators to draw the same conclusions from 
an experiment by following the documentation shared by the original investigators.

Interpretation reproducible. Neither the outcome nor the analysis need to be 
the same if the interpretation leads to the same conclusion. 



Reproducibility Experiment Classification

R1 Description
(text)

R2 Code
(text+code)

R3 Data
(text+data)

R4 Experiment
(text+code+data)

Outcome 
Reproducible OR1 OR2 OR3 OR4

Analysis 
Reproducible AR1 AR2 AR3 AR4

Interpretation 
Reproducible IR1 IR2 IR3 IR4



Operational use – Example I
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OR4: Outcome reproducible after executing same experiment – Same outcome 
after executing code on same data on different hardware and software.



Operational use – Example II
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IR1: Interpretation reproducibible after own implementation - Different outcome 
and analysis after implementing experiment fully from paper utilizing different data 
and different metrics and analysis methods.



(Gundersen, Coakley, Kirkpatrick, Gil, forthcoming)
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Conclusion
The definition …
• … is simple simple
• … but has depth
• … is defined in relation to the scientific method
• … is operationalizable when describing, conducting 

and evaluating experimentts
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